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PhD offer: New Efficient Algorithms for Large-Scale Training of Transformers

Job Offer: Internship available immediately, leading to a fully-funded 3-year PhD.

Advisor: Dr. Edouard Oyallon (HDR, CNRS, Sorbonne University), edouard.oyallon@cnrs.fr
Main Location: ISIR, Sorbonne University: Jussieu campus, centrally located in Paris.

Note: Possible collaboration with MILA under Pr. Eugene Belilovsky.

Application: Send CV, grade transcript, and optionally 1 or 2 referees.

Context: Current training algorithms struggle to reach peak Model FLOPS Utilization (MFU), typically
around 70% [1], due to communication bottlenecks, synchronization overhead, memory constraints, and
inefficient parallelism. Despite advances like Tensor Parallelism (TP), Distributed Data Parallelism (DDP),
Fully Sharded Data Parallelism (FSDP), and Pipeline Parallelism, many challenges remain.This research seeks
to maximize MFU and develop highly parallelizable algorithms for exascale (and decentralized) multi-GPU
training. Key challenges include:

o Accelerating communication [2]: Optimizing topology-aware workload, minimizing synchronization,
and compressing data to reduce transfer latency.

o Overlapping communication and computation [3]: New algorithms to maximize GPU throughput
with minimal memory overhead.

e Optimizing training [4]: Enhancing parallelism, memory efficiency, and adaptive optimizers.

e Improving model parallelism [5]: Advancing dynamic layer partitioning and higher-parallelism
beyond standard pipelining.

o Leveraging asynchrony [6]: Developing robust training procedure with stale gradient and commu-
nication tolerance.

This research is highly applied but welcomes theoretical contributions with tangible impacts. (e.g., how [6]
influenced [2]).
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